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Learning and development, or L&D, plays an important role in talent management, which aims to improve
the knowledge and capabilities of employees through a variety of performance-oriented training activities.
Recently, with the rapid development of enterprise management information systems, many research efforts
and industrial practices have been devoted to building personalized employee training course recommender
systems. Nevertheless, a widespread challenge is how to provide explainable recommendations with the con-
sideration of different learning motivations from talents. To this end, we propose CKGE, a contextualized
knowledge graph (KG) embedding approach for developing an explainable training course recommender sys-
tem. A novel perspective of CKGE is to integrate both the contextualized neighbor semantics and high-order
connections as motivation-aware information for learning effective representations of talents and courses.
Specifically, in CKGE, for each entity pair (i.e., the talent-course pair), we first construct a meta-graph, in-
cluding the neighbors of each entity and the meta-paths between entities as motivation-aware information.
Then, we develop a novel KG-based Transformer, which can serialize entities and paths in the meta-graph
as a sequential input, with the specially designed relational attention and structural encoding mechanisms
to better model the global dependence of KG structured data. Meanwhile, the local path mask prediction can
effectively reveal the importance of different paths. As a result, CKGE not only can make precise predictions
but also can discriminate the saliencies of meta-paths in characterizing corresponding preferences. Extensive
experiments on real-world and public datasets clearly validate the effectiveness and interpretability of CKGE
compared with state-of-the-art baselines.
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1 INTRODUCTION

As a long-standing topic in human resource management, learning and development, or L&D,
aims at improving the knowledge and capabilities of employees through a variety of performance-
oriented training activities, which plays an important role for companies to build their competitive
edge in the knowledge-based economy [33]. Recently, with the rapid development of enterprise
management information systems, there has been a trend in companies to build internal online
course platforms for facilitating the active learning of employees. In these platforms, employees
can choose different courses to learn for various purposes. As a result, extensive learning records
and talent profiles have been accumulated, which provide an unprecedented opportunity for re-
searchers to study the L&D problems through a data-driven paradigm [22, 29, 42, 53, 55, 56].

Indeed, a popular research topic along this line is to build personalized employee training course
recommender systems. Although considerable research efforts and industrial practices have been
devoted in this direction, a widespread challenge is how to provide explainable recommendations
considering different learning motivations of talents [9, 24, 41, 42]. Different from traditional rec-
ommendation scenarios (e.g., movies or product recommendations), the learning motivation of
talents may be influenced by a variety of underlying factors, such as current competencies, learn-
ing histories, and the preference of colleagues. For example, a Java engineer who has close collab-
oration with algorithm teams might also like to learn machine learning courses. Meanwhile, an
algorithm engineer who has learned Deep Learning Foundation may continue to learn Advanced
Deep Learning Technique due to the dependency and correlation between courses. Therefore, it
is vitally important to include the extra motivation-aware information for reasonably modeling
the representations of talents and courses, so as to address individual needs and recommend more
meaningful courses. However, these complicated motivations are difficult to interpret in existing
recommendation models with only talent-course interaction data.

Inspired by the recent success of Knowledge Graph (KG)-based recommender systems [14],
we find that these potential factors can be formalized as the contextual information of the talent-
course pair in the talent-course KG. Therefore, in this article, we propose to use talent-course KG as
auxiliary information for enhancing the performance and interpretability of personalized training
course recommendations. Specifically, the talent-course KG contains various types of information,
where the entities include the talents, skills, or courses, and relations can be represented as vari-
ous patterns. Therefore, the neighbors of talents/courses and the meta-paths between talent-course
pairs in the graph can efficiently provide explainable insights for corresponding recommendation
results. State-of-the-art KG-based recommendation models [5, 27, 37, 51, 61, 62] mainly extend the
traditional techniques [1] with entity similarity derived from KG representations, which cannot
effectively integrate the neighbor information and sophisticated connection patterns into consid-
eration. Therefore, some works [37, 48] focused on the joint modeling, which leverages the idea
of embedding propagation to refine the representations of entities and inherits the interpretability
from meta-paths.

In this work, we propose CKGE, a contextualized KG embedding approach for developing an
explainable training course recommender system, which can learn effective representations of het-
erogeneous KG entities by integrating both of the neighbor semantics and high-order connections.
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Specifically, in CKGE, we first construct a meta-graph, including the neighbors of each entity
and the meta-paths between entities, for each talent-course pair as motivation-aware informa-
tion. Then, we develop a novel KG-based Transformer network, called KGformer, for learning the
representations. KGformer includes the following. The first is the relational attention mechanism.
We specially design a relational attention mechanism in KGformer to capture the structural rela-
tion between nodes. This mechanism can help the model accurately capture the dependency in a
meta-graph by assigning a mask matrix based on spatial relations as masked self-attention. The
second is structural encoding. Inspired by Ying et al. [58], we also exploit the edge-based struc-
tural encoding to capture the relation embedding in the attention module, which can better model
the neighbors and connection patterns for the entity pairs in representation learning. The third is
local path mask prediction. In addition to traditional interactive prediction, we employ mask predic-
tion on the path level to determinate the importance of different meta-paths. As a result, CKGE can
globally consider the contributions of neighbors and paths to learn entity representations, so it not
only makes precise Click-Through Rate (CTR) prediction but also characterizes corresponding
preferences. The contributions of this work are summarized as follows:

e We proposeCKGE for talent training course recommendation, which designs a novel KG-
based Transformer for learning the embedding of entities better and describing the learning
motivation.

o We develop KGformer considering the structural information by relational self-attention and
edge encoding.

e We empirically show the superiority of CKGE on real-world course recommendation data
and a public dataset.

In the following sections, we first introduce related work in Section 2 and then give the details
of our proposed method in Sections 3 and 4. In Section 5, we conduct comprehensive experiments
to validate the effectiveness of our proposed method. We conclude the article in Section 6.

2 RELATED WORK

In this article, we incorporate the KG into the recommendation system, and thereby the proposed
method is related to knowledge representation learning and knowledge-aware recommendation.

2.1 Knowledge Representation Learning

KG is a heterogeneous graph, in which the nodes are entities and edges denote relations between
entities. In addition, KG can be decomposed of subject-property-object triple facts. Each triplet
can be formally defined as (h, r, t), where head/tail (i.e., h/t) is entity and r is relation. Knowledge
representation learning aims at learning the representations of entities and relations while pre-
serving the inherent structure [21]. The straightforward solutions are distance-based approaches,
which calculate the distance between relational projections of entities. For example, TransE [3]
directly constrained the added embedding of head and relation to be close to the embedding of
tail; RotatE [36] defined each relation as a rotation from the source entity to the target entity in
the complex vector space; and Wang et al. [46] took a sequence as input to obtain contextualized
representations, which are hence naturally capturing contextual meanings of entities and rela-
tions therein. To date, KGs have been created and applied in multiple scenarios, including natural
language understanding [8], question answering [17], and recommendation systems [62].

2.2 KG-Based Recommendation

Deep learning based algorithms have achieved significant success in the recommendation litera-
ture. Actually, our method belongs to the user-item recommendation group [63], which aims to
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predict a user’s preferred items directly. Considering the effectiveness for addressing the sparsity
and cold-start problems, the usage of a KG for better recommendation has attracted increasing
attention.

At first, many works developed embedding-based regularization to improve recommendation.
For example, Zhang et al. [62] proposed collaborative KG embedding, which learns better item
latent representations by capturing entity semantics via TransR [25]; Wang et al. [43] proposed
formulating the user recommendation task as the sentiment link prediction task between entities
in the graph; Cao et al. [5] developed a translation-based user preference model to integrate with
KG learning, which jointly learned the task of recommendation and KG completion; and Ye et al.
[57] learned a low-dimensional representation for various entities by integrating the multi-modal
information via a neural factorization machine. These methods leverage the KG to enrich the rep-
resentations of users and items, whereas they have difficulty in capturing high-order relations
between entities. Therefore, Hu et al. [19] and Ma et al. [27] introduced learning the representa-
tions of meta-paths to depict the interaction context of user-item pairs; Ma et al. [27] proposed
modeling of connection patterns of associated items (co-buy, co-view, etc.) in an external item KG
into rule features; and Wang et al. [49] leveraged rich semantics in meta-graphs for user state repre-
sentation, then trained the candidate generation model to promote an efficient search in the action
space. Furthermore, several attempts have been made to integrate both entity/relation representa-
tion learning and high-order connection pattern learning for fully exploiting the information in a
KG. For example, Wang et al. [45] proposed KGCN, in which the weight of each neighbor is de-
fined by the type of user for aggregation; Qu et al. [30] proposed a neighborhood-based interaction
model, which considered the interactions between item-side neighbors and user-side neighbors;
and Liu et al. [26] exploited both local and non-local graph context information of an entity in
the KG for recommendation. However, these approaches always aim to learn more meaningful
representations, which are difficult to elaborately discover the recommendation motivation.

2.3 Explainable Recommendation

Explainable recommendation can simultaneously provide suitable recommendations and explana-
tions for users to understand why they are recommended those items [38, 64]. Recently, knowledge-
aware explainable recommendation [20, 44, 62] has been leveraged for explainable recommenda-
tion since the knowledge base contains rich external structural information of users and items.
Early attempts included KG representation based approaches, which usually combine knowledge-
aware representation with item representations to generate a better representation for item. For
example, Zhang et al. [62] exploited the knowledge base by jointly learning the latent representa-
tions in collaborative filtering as well as items’ semantic representations from the knowledge base,
and Wang et al. [44] proposed a multi-channel and word-entity-aligned knowledge-aware convo-
lutional neural network that fuses semantic-level and knowledge-level representations. However,
the explanations of why the items are recommended are weak because the introduced KG rep-
resentations are implicit. Therefore, meta-path-based methods have been proposed [13, 38, 60],
where the paths between a user and recommended items in the KG are considered as explana-
tions. These methods extend the general entity similarity derived from paths, which can extract
structural features to capture relevant semantics for recommendation. For example, Sun et al. [37]
proposed a recurrent KG embedding approach to mine the paths relation between users and items
automatically; Wang et al. [48] modeled each intent as an attentive combination of KG relations
and recursively integrated the relation sequences of long-range connectivity; and Tan et al. [38]
proposed a novel path language modeling recommendation, which learned a language model over
KG paths to unify recommendation and explanation through path sequence decoding. However,
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the meta-path based methods rely heavily on the quality of selected meta-paths, which are diffi-
cult to elaborately measure the dependence between neighbors, paths, and the talent-course pair,
which in turn may affect representation learning and motivation discovery. Therefore, we turn
to explore the meta-graph between a user and recommended items in the KG, which can learn
more discriminative user/item representations and extract more meaningful structures to capture
relevant semantics for recommendation.

3 DATA DESCRIPTION

In this section, we mainly introduce the real-world dataset we used, which is in-firm data of tal-
ents from a high-tech company in China (note that all sensitive information in the dataset has been
removed or anonymized). Actually, the KG is constructed from talent-course interaction records
(i.e., the courses that users have learned). Specifically, the constructed KG contains 3 types of enti-
ties: talent, skill, and course (including 16,438 talents, 6,504 professional skills, and 7,337 courses).
The skill profile indicates the professional job skills that talent has already mastered. Meanwhile,
the KG owns 13 types of relationships: 3 types of relationships between talents (including leader,
peer, and cooperation) based on the organizational structure, project cooperation and other fac-
tors; 2 types of relationships between courses (including after and before) considering that a do-
main content is usually divided into several courses similar to student education [66]; 5 types of
relationships between talents and skills (including skill_I1 to skill_15, which stands for basic mas-
tery to mastery); 1 type of relationship between talents and courses (i.e., learned); and 2 types
of relationships between skills and courses (including dominate and contain) considering the de-
gree of correlation. To this end, the constructed KG contains 201,005 talent-relation-talent facts,
202 course-relation-course facts, 165,372 talent-relation-course facts, 1,658,905 talent-relation-skill
facts, and 14,192 course-relation-skill facts. It is notable that the collected talent-relation-course
facts have noisy interactions considering that talents may only click the online course but do not
spend time learning. Thereby, we consider a fact as a valid record only when the course is studied
for more than half of the time following [42]. In addition, the talent-relation-course facts (learning
interaction records) have a common problem among most recommendation systems—that is, the
data sparse problem that most courses are studied by a small number of talents (only 0.19% of the
talent-course pairs own valid relationships).

4 PROPOSED METHOD

The key challenges of talent training course recommendation lie in the accuracy and explainability.
Therefore, we aim to fully exploit the auxiliary information encoded in talent-course KG for learn-
ing more discriminative user/item representations, as well as the motivation for recommendation.
Different from traditional meta-path-based approaches, we turn to construct a more meaningful
meta-graph between a user and the recommended item, which includes both the paths and neigh-
bors to provide more auxiliary information. Furthermore, to encode more discriminative user/item
representations, we propose KGformer, which leverages Transformer to better mine the contextual
semantics with the newly designed relational self-attention and encoding. Consequently, we can
learn motivation-aware representations of both talents and courses, which can be used to gener-
ate better recommendations, and we can also mine the semantic meanings of relation patterns (i.e.,
the meta-paths) in KG, which can be further utilized to capture the explanation of talent-course
matching.

4.1 Preliminary

Notations. We denote the talent set as U = {uy,uy,...,u,,}, the skill set as S = {s1,82,...,8,},
and the course set as C = {cy,¢a, ..., c,}. The historical talent-course interaction records can be
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denoted as I € R™", where I; ; = 1 indicates that u; has learned c¢; and 0 otherwise. Without
any loss of generality, we utilize the relation “learned” to express I; ; = 1. However, we can use
the entity as a generic term to refer all relevant objects (i.e., talent, skill, and course) and utilize
relation as the connection between entities.

Knowledge Graph. Let & = {ej,ey,...,er.} denote the set of entities, including the talent,
skill, and course nodes (ke = m + o0 + n), and let R = {ry,1,. .., 1k} represent the set of relations.
Therefore, KG can be formulated as subject-property-object triple facts—that is, T = {(ep, rp;, €;)},
ey, is the head entity, ry; is the relation, and e, is the tail entity.

Transformer. Given the long sequence X = {x1,X,,...,X;} € R*4 with length [, where d is the
hidden dimension and x; € R? denotes the hidden representation at position i. Traditional Trans-
former [39] aims to encode the relationships among independent token by adopting the multi-head
attention mechanism. In detail, the identical block contains two sub-layers: (1) the first sub-layer
utilizes multi-head attention to learn the correlated representations, and (2) the second sub-layer
adopts a position-wise feed-forward network. In the multi-head attention layer, the input repre-
sentations can be used to compute three matrices: Q, K, and V corresponding to queries, keys, and
values. The dot-product similarity between queries and keys determines attention distributions:

Q=XWp, K=XWg, V=XWy,
QKT
Vda
where Q € RX K e R v e RXd and Wy € R Wi e R Wy, e R*dm
are learnable matrices. The activation function o can be used as softmax here. Multi-head at-
tention is composed of M parallel heads, and dy; = d/M. Results of each head are concate-
nated and passed through a linear transformation to construct the output—that is, MultiAtt(X) =

[Att(X)q, . .., Att(X)a]War, where Wy, € R?*4 is the learnable parameter. The feed-forward net-
work is a fully connected network, which can be formulated as follows:

FFEN(MultiAtt(X)) = max(0, MultiAtt(X)W; + by)W; + by, (2)

(1)

A= Att(X) = o (A)V,

where W; and W, are matrices for linear transformation, and b; and b, are the bias terms. Mean-
while, each sub-layer is followed by dropout [34], shortcut connection [16], and layer normaliza-
tion [2]. We can also add the special token [CLS] for learning the global representations. Finally,
we can acquire the global embedding from the [CLS] token and individual embedding from other
tokens. In the following section, we specifically introduce the KG-based Transformer for encoding
the contextualized knowledge information into the entity embedding.

4.2 Meta-Graph Construction

The traditional recommendation technique (i.e., collaborative filtering) always suffers from spar-
sity of user-item interactions and the cold-start problem, and it is difficult to explore interpretabil-
ity. To alleviate these problems, we incorporate auxiliary KG into the embedding learning. Typi-
cally, compared with KG-free methods, KG-based talent-course recommendation benefits the re-
sults in two ways. First, the various types of linked neighbors are helpful for extending talent and
course representations reasonably. For example, as shown in Figure 1, Jerry’s superior and his col-
leagues are all deep learning algorithm engineers, and he has also learned deep learning courses;
thus, we can better represent Jerry’s portrait through the fusion of neighbor embedding. Second,
KG connects abundant talent-course relations, which can explain learning motivation better than

simple talent-course interaction. For example, as shown in Figure 1, compared to the simple inter-

1 d lead kill_I5 dominat
action Jerry iy Python, the meta-path Jerry g Jack *5” Data Analysis o Python
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Talent: Jerry, Tina, Bob, Lily, Jack; Skill: Data Analysis, Programming;
Course: Java, Python, Spark, C++, Deep Learning;

Fig. 1. Example of a talent-course meta-graph. “(Jerry, Python)” is the given talent-course pair, and
we can extend the pair into a meta-graph (including neighbors and meta-paths) with the auxiliary
KGs.

is more meaningful since the path can further mine the learning motivation that Jerry’s leader
(i.e., Jack) is a senior technician. He has just taken a course on Python, so considering the needs of
project and other factors, there is a high probability that colleagues in the same group will learn
the same course. Based on this idea, to fully exploit the motivation-aware entity neighbors and
relations in talent-course KG, we first mine the meta-graph for a given entity pair—that is, the
neighbors of head/tail entity and paths with different semantics between entities—which can be
seamlessly fused into the encoder for effective recommendation.

Neighbor Sampling. Consider a candidate talent-course pair (i.e., (u, ¢)); we utilize N (e,) and
N (ec) (because u and c are also entities in KG) to denote the set of entities directly connected to
eu/ec, {rijli = u,j € N(ey)} denotes the relation between e; and e; of the talent’s facts, and the
same for course’s facts. In the real-world KG, the size of N (u) and N (c) may vary significantly
over different entities. To keep the computational pattern fixed and more efficient, we sample a
fixed amount of neighbors (i.e., [N (u)| = [N (c)|) for each entity instead of using its full neighbors
as done by Wang et al. [45].

Meta-Path Sampling. Except for the direct linkage between the talent-course pair, meta-paths
connecting the entity pair carry more relational dependencies for representing the relational roles
of entities. Thereby we also sample paths between the talent-course pairs to mine contextualized
information. To increase model efficiency, we use random walks to sample paths as done by Perozzi
etal. [28]. In detail, we adopt the biased random walks to obtain the probability distribution of next
entities by the following equation:

L, A(es,riiv1,€i41) €T
Pleisile;) = { LejeN(e) @i (3)
0, otherwise

where w; j = exp(—(num(r; j) + num(e;))/7), num(a) denotes the amount of entity/relation a,
is the temperature scale, and e; is selected from all neighbors of e;. The biased random walks
choose the next entities considering the entity/relation imbalanced problem, and thereby we can
take the rare facts into account. In fact, there exist a large number of meta-paths connecting entity
pairs, which contain different entity and relation types in different orders and with various lengths.
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Fig. 2. Example of meta-graph serialization. In the meta-graph shown on the left, blue dots represent
talents, yellow dots denote skills, and green dots are courses. We serialize entities in the meta-graph
as tokens, using token embeddings and segment embeddings.

However, not all paths contribute to KG’s embedding, as longer paths may bring in remote neigh-
bors and lose semantic meanings [35]. Therefore, we enumerate paths with a length constraint—
that is, only paths with the length less than a threshold are employed.

Guided by these stages, CKGE can mine qualified neighbors and paths with abundant seman-
tics that connect entity pairs in a meta-graph pattern instead of manually designed and extracted
features from the KG. The meta-graph will be further processed by the developed KG-based Trans-
former to automatically learn entity and path semantic representations.

4.3 KG-Based Transformer (KGformer)

In this section, we present our KGformer for the motivation-aware meta-graph encoding. We first
give the sequence construction including the neighbors and paths of the entity pair. Then, we
elaborate on several key designs in the KGformer—that is, the relational self-attention, relation
encoding, and path mask prediction, which leverage the structural information of the KG into the
Transformer model to learn the representations.

Serialization of a Meta-Graph. In the traditional Transformer, the input data X in Equation
(1) is naturally sequential (e.g., time series data, long sentence data). However, the entities in the
meta-graph are not arranged in sequence. Therefore, the difficulty lies in how to effectively sort
entity pairs, relations, neighbors, and paths in the meta-graph. In KGformer, we use truncated seri-
alization, which temporarily ignores the relations and adds segment embeddings as an additional
signal to the input. To be specific, as shown in Figure 2, the meta-graph contains three neighbors
for the head/tail entity and two paths connecting the entity pair. Thereby, we regard the head
entity and the tail entity as the start token and the end token of the sequence, respectively, then
arrange the neighbors and path entities in order. We also add the segment embeddings to refer to
the category of tokens—that is, fact (i.e., Ef), neighbor (i.e., E,), and path (i.e., E,). In the end, we
acquire the serialized tokens to represent the entities in the meta-graph.

Relational Self-Attention. The advantage of Transformer is the global receptive field by the
self-attention mechanism, which needs to specify positions (i.e., absolute positional encoding [39])
or encodes the positional dependency (i.e., relative positional encoding [31, 58]). Nevertheless,
entities in the meta-graph have no concept of sequence, and it makes no sense that each token
attends to the information at any position considering the relational linkages. Therefore, to encode
the structural information between entities, we propose relational self-attention, which times the
spatial distance with the self-attention results for structural attention. Specifically, as shown in
Figure 3, we develop a spatial distance function ¢(e;, e;) to measure the spatial relation between
e; and e;. In this work, we define the ¢(e;, e;) = Hd(es.e;)s where d(e;, e;) denotes the length of the
shortest path between (e;, €;) and iy e,.¢;) is a learnable parameter for each d(e;, e;). Thereby, the
Ajj in Equation (1) can be reformulated as

(e;Wo)(e;Wik)"

j = ¢>(ez,ej)T, 4)
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Fig. 3. lllustration of the KG-based Transformer. The schematic diagram is from left to right. We
first obtain the input sequence and structure information from the constructed meta-graph, then the
sequence embeddings are input to KGformer. Meanwhile, we design the relation-based scale dot-
product attention by taking the structural attention into account when calculating the self-attention.
Finally, we consider both the path mask prediction and traditional CTR prediction for training.

where ¢(e;, e;) is shared across all layers. With A,;, the relational attention will pay more attention
to the nearer entities and pay less attention to the remote nodes. As a result, KGformer not only can
consider global information with contextualized semantics but also can naturally take structural
information into the self-attention.

Relation Encoding. In the talent-course meta-graph, the relations also have semantic infor-
mation. Therefore, it is necessary to encode the relation features into the entity features. In this
work, inspired by Ying et al. [58], we try to adopt relation weighting, which associates the relation
embedding together with the entity embedding in the aggregation. In detail, as shown in Figure 3,
we develop the relation encoding that incorporates relation embedding via a bias term to the at-
tention module, making the attention mechanism further estimate correlations for each node pair.
Concretely, we can modify the attention formulation in Equation (4) as follows:

A;; = ¢(ei,e,)w + by;,
' T iy ’ (5)
bi j =T ij,

where r;; € R? is the embedding of relation and w € R is the learnable weight for r (i.e., the MLP
in Figure 3).

4.4 Meta-Path Determination

After encoding with KGformer, we can acquire the embeddings of entities and paths. Assume that
there are s paths linking u and c—that is, P (ey, ec) = {p1,p2, ..., ps} denotes the connected meta-
paths, and different paths may play various roles in modeling the motivation. Hence, we introduce
the mask prediction in the traditional Transformer [39] to help distinguish the path importance,
which is designed to focus on the most important path for predicting the head/tail entity.
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Mask prediction utilizes the masked model to learn high-level representations and capture rich
relationships between segments. In detail, we only retain the entity u and one random path p; from
%, and mask the remaining paths and the unselected entity ¢ with a special token [MASK], then
consider predicting the identity of masked entity ¢ based on context segments. The framework is
trained as a conditional masked model:

€mask u, pi, C) Z Ye; log Ye;» (6)

where €451 can be any convex loss function, and we utilize the cross entropy for simplicity here.
Y. denotes the ground truth of ¢, and §. = g(KGformer(u,p;)) denotes the mask prediction, in
which the KG former(u, p;) represents the embedding of masked token ¢ and g is the linear clas-
sifier with softmax. Our goal is to predict masked courses, based on the head entity and path via
minimizing the negative log-likelihood. It is notable that the importance of different paths is neg-
atively correlated with its own mask loss. Without any loss of generality, we can represent the
weight as

exp(l/fmask(uapia C))
Zp_,- ep xp(1/Cmask (0, pj,€))”
The larger the weight(p;), the more significant this path is.

Finally, based on the talent’s representation e, and the course’s representation e, the predicted
CTR is calculated by

weight(p;) = 7)

uc = 1//(eIeC), ®)
where ¢/ is the sigmoid function. The overall loss function can be represented as
L= Z BCEL0ss(Quc»> Yuc) + A Z Cmask (4, pi, ), (9)
(u,c) pi€P

where BCELoss(-) is the binary cross entropy [32] between the observed and estimated ratings. A
is the hyper-parameter.

ALGORITHM 1: The pseudo code of CKGE
Input:

e Dataset: Talent-course KG T;
e Parameter: A;
e maxlter: Epochs, learning rate: [,

. Initialize KGformer model parameters;

: while stop condition is not triggered do

for mini-batch of talent-course triplet {(ep, rp;, e;)} do
Meta-graph construction with neighbor sampling, meta-path sampling;
Serialize constructed meta-graph as input of KGformer;
Forward propagation with A; j according to Equation (5);
Calculate €45k according to Equation (6);
Calculate loss L according to Equation (8);
Update model parameters using gradient descent;

10:  end for

11: end while

R A U R o
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5 EXPERIMENTS

In this section, we demonstrate the effectiveness of the CKGE framework by verifying the follow-
ing problems:

o The recommendation performance compared with state-of-the-art baselines

e The performance compared with state-of-the-art baselines under sparse and cold-start
scenarios

e Sensitivity analyses of parameters to model performance

o Interpretability of CKGE.

5.1 Baseline Approaches

To verify the effectiveness of CKGE, we compare it with various baseline methods: (1) traditional
models (i.e., NCF [18], DeepMF [52], DIEN [65], DCBVN [42], HATCH [54], and DICER [12]),
(2) KG-based models (i.e., GEMS [15], TUP [6], KTUP [6], KGAT [47], KGCN [45], KGIN [48],
and MetaKG [10]), and (3) heterogeneous graph models (i.e., GraphRec [11], GHCF [7], and
PinSage [59]):
e NCF: A neural network-based collaborative filtering recommendation method
e DeepMF: A collaborative model by implementing matrix factorization with a multi-layer
perception network
e DIEN: A deep interest evolution network, which designs an interest extractor layer to cap-
ture temporal interests from history behavior sequence
e DCBVN: A collaborative Bayesian variational network for course recommendation, which
jointly models both the employees’ competencies and career development preferences
e HATCH: A hierarchical adaptive contextual bandit method to conduct the policy learning of
contextual bandits with a budget constraint
o DICER: A dual-side deep context-aware modulation to capture the friends’ information and
item attraction
o GEMS: A KG recommendation method with genetic meta-structure search, which automati-
cally optimizes the meta-structure designs for recommendation
e TUP: A new translation-based recommendation model, which jointly learns the model of
recommendation and KG completion
e KTUP: A variant of TUP, which jointly learns TUP and TransH [50] to enhance the item and
preference modeling by transferring knowledge of entities as well as relations
e KGAT: An end-to-end KG attention network, which models the high-order connectivities in
KG
e KGCN: An end-to-end KG convolutional networks, which captures inter-item relatedness
effectively by mining their associated attributes on the KG
e KGIN: A KG-based intent network, which models each intent as an attentive combination
of relations
o MetaKG: A KG-based network, which encompasses a collaborative-aware meta-learner and
a knowledge-aware meta-learner, to capture users’ preference and entities’ knowledge for
recommendations
e GraphRec: A graph neural network approach, which jointly captures interactions and opin-
ions in the user-item graph
e GHCF: A graph convolutional network based model, which captures the high-hop heteroge-
neous user-item interactions
e PinSage: A graph neural network approach, which combines efficient random walks and
graph convolutions to generate embeddings of nodes (i.e., items) that incorporate both graph
structure and node feature information.
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In the baselines, NCF, DeepMF, DIEN, HATCH, and DICER only make use of course records for
matrix factorization or sequential modeling. GraphRec, PinSage, and GHCF take the talent-course
interaction as a heterogeneous graph, without considering the extra KG. TUP, KTUP, and MetaKG
are embedding-based KG models, which use the KG for learning better representations. GEMS is
a path-based approach, which depicts the interaction context of talent-course pairs. KGAT, KGCN,
and KGIN are propagation-based models, which combine the ideas of path and embedding, and
focus on the recommendation interpretability. DCBVN is a specifically designed model for talent-
course recommendation by modeling the user learning demands.

5.2 Reproducibility

For the CKGE framework, we apply a grid search in {8, 16, 32, 64, 128, 256} to set d = 256 with the
best performance, and choose the two-layer Transformer network with two heads (i.e., M = 1) as
the inference network architecture. The neighbor size |N (u)| = |N(c)| = 3, and the threshold of
path length is 3. The hyper-parameter A = 0.2 and 7 = 20. The optimization method is Adaptive
Moment Estimation (Adam), and the learning rate is searched in {0.5,0.1,0.05,0.01, 0.005, 0.001}
to find the best settings for each task. Finally, we set the learning rate as 0.001. The ratio of dropout
is 0.01.

For baseline approaches, we search for the optimal parameters according to the original set-
tings. In detail, the optimal dimension of entity embedding is searched in {8, 16, 32, 64, 128, 256}.
Similarly, a grid search in {0.5,0.1, 0.05,0.01,0.005, 0.001} is applied for finding the best learning
rate. For GNN-based methods, the number of hidden layers is searched in {1, 2, 3}, the node dropout
rate is searched in {0.1,0.2, . . ., 0.8}, and the hop sampling is selected in {1, 2, 3, 4, 5}. For KG-based
approaches, the number of neighbor, length of path, and other parameters are adjusted as the set-
ting in this work. The coefficient of additional constraint (i.e., L2 regularization) is searched in
{10e7>,10e7%,10e73,10e72, 1071} (note that we utilized the normalized output instead of L2 regu-
larization as done by Wang et al. [46]). We run the following experiments with the implementation
of an environment on NVIDIA Tesla V100 SXM2 GPUs. The code and dataset will be announced
after the work is published.

5.3 Recommendation Performance

To measure performance, we first adopt the widely used evaluation metrics in recommender sys-
tems [18, 23, 42, 45]: Recall@N, F1@N, Hit@N, and NDCG@N. Recall@N counts the ratio of suc-
cessfully predicted items among top-N items to all positive items for each user; FI@N is the har-
monic mean of precision at rank N and recall at rank N; Hit@N is 1 if any gold items are recom-
mended within the top-N items, otherwise 0; and NDCG@N represents Normalized Discounted
Cumulative Gain (NDCG) at N, which places an inverse log reward on all positions that hold
a relevant item. The final results reported are the average value of all users. Generally, the larger
the values are, the better results acquiring.

First, we conduct experiments under both the normal and sparse settings as done by Wang et al.
[42]. In the normal setting, considering the time travel problem (i.e., it is inappropriate to use a
talent’s future course selection for training and then recommending during the testing process),
we select 70% and 10% course records for each user as the training and validation set, respectively,
according to the chronological order. The rest of the course records compose the test set. In the
sparse setting, the partitioning is similar, but we only chose 30% of courses from each user to form
the training set as done by Wang et al. [42].

Table 1 shows the recommendation results of all models in normal and sparse settings. The fol-
lowing can be observed. First, traditional models (i.e., NCF, DeepMF, DCBVN, and HATCH) are
behind the best heterogeneous graph method on various criteria, because heterogeneous graph
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Table 1. Recommendation Performance of Different Approaches under Normal and
Sparse Scenarios

Method Normal Sparse
Recall@10 | F1@10 | Hit@10 | NDCG@10 | Recall@10 | F1@10 | Hit@10 | NDCG@10

NCF 0.0758 0.0380 | 0.0391 0.0272 0.0258 0.0124 | 0.0261 0.0130
DeepMF 0.1539 0.0463 | 0.0782 0.0680 0.1221 0.0312 | 0.0479 0.0417
DIEN 0.2401 0.0765 | 0.1555 0.1874 0.1763 0.0486 | 0.1162 0.1438
DCBVN 0.1570 0.0600 | 0.1141 0.1522 0.1251 0.0426 | 0.0815 0.1094
HATCH 0.1953 0.0700 | 0.1479 0.1665 0.1527 0.0406 | 0.1021 0.1323
DICER 0.2756 0.0801 | 0.2632 0.2702 0.2599 0.0741 | 0.1953 0.2257
GEMS 0.1980 0.0710 | 0.1510 0.0710 0.1470 0.0379 | 0.1048 0.0443
TUP 0.2192 0.0783 | 0.1619 0.1829 0.1769 0.0497 | 0.1136 0.1487
KTUP 0.2456 0.0801 | 0.1786 0.1893 0.2003 0.0503 | 0.1219 0.1546
KGAT 0.2961 0.0853 | 0.2771 0.2784 0.2782 0.0797 | 0.2101 0.2364
KGCN 0.2511 0.0831 | 0.2505 0.2664 0.2311 0.0743 | 0.2008 0.2123
KGIN 0.3312 0.0912 | 0.2844 0.3169 0.3021 0.0863 | 0.2283 0.2526
MetaKG 0.3784 0.1059 | 0.2795 0.3164 0.3441 0.0968 | 0.2425 0.3054
GraphRec 0.2269 0.0756 | 0.1682 0.1832 0.1653 0.0437 | 0.1021 0.1327
GHCF 0.2459 0.0829 | 0.2340 0.2263 0.1995 0.0502 | 0.1728 0.1623
PinSage 0.2577 0.0756 | 0.2431 0.2467 0.2351 0.0700 | 0.1893 0.2047
CKGE (w/o RSA) 0.3659 0.1016 | 0.2757 0.3310 0.3458 0.0943 | 0.2469 0.3156
CKGE (w/o RE) 0.3760 0.1098 | 0.2869 0.3448 0.3553 0.0987 | 0.2553 0.3119
CKGE (Bigger) 0.3651 0.1005 | 0.2661 0.3240 0.3466 0.0945 | 0.2445 0.3155
CKGE 0.3974 0.1138 | 0.2991 0.3516 0.3616 0.1025 | 0.2628 0.3206

methods consider more sophisticated neighbor information. Second, the introduction of KG is
effective—that is, most KG-based methods (especially propagation-based models) perform better
than heterogeneous graph approaches and traditional models on the majority of criteria, because
the KG can provide more effective guidance for learning talent/course representations. Third, the
performance of the path-based KG model (i.e., GEMS) is not satisfactory, because the generaliza-
tion of this method is not strong, and the meta-structure found adaptively is not applicable, so this
also prompts us to adopt the enumeration strategy in this work. Fourth, propagation-based models
achieve better performance on various criteria. This indicates the effectiveness of considering both
the neighbors and connection patterns. Fifth, CKGE performs the best on all criteria—for example,
CKGE exceeds the best comparison method by around 2% of Recall@10 and 3.4% of NDCG@10
under the normal setting. The results validate the effectiveness of KGformer and meta-graph. In
addition, it can be observed that most methods are vulnerable to sparse talents, especially tra-
ditional approaches, because traditional approaches learn user preference based on interactions,
and thereby they contain very limited information for the sparse problem. We also notice that the
decreased ratios of CKGE and most KG-based methods on the sparse setting are less than other
methods. This indicates that the constructed meta-graph can provide more information from rec-
ommendation KG. Therefore, the recommendation with KG for the sparse problem is useful. The
performance of CKGE under the sparse scenario is still optimal (e.g., CKGE exceeds the best com-
parison method by around 1.7% of Recall@10 and 1.5% of NDCG@10).

5.4 Ablation Study

Table 1 also lists the ablation studies’ results of CKGE. CKGE (w/o RSA) represents the variant of
CKGE without a relational self-attention module, CKGE (w/o RE) is the variant of CKGE without
a relation encoding module, and CKGE (Bigger) denotes the variant of CKGE with deeper Trans-
former (i.e., an eight-layer Transformer network with four heads as in the work of Ying et al. [58]).
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Fig. 4. Recommendation performance of CKGE with various Recall@N.

The following can be observed. First, CKGE (w/o RSA) and CKGE (w/o RE) improve the perfor-
mance on various criteria, which verifies the contributions of KG- based attention. Second, CKGE
(w/o RSA) performs worse than CKGE (w/o RE) on various criteria, which verifies that the rela-
tional self-attention module acts in a more important position considering that the dot attention
has a greater impact on aggregation. Third, CKGE (Bigger) reduces the performance instead, for
the reason that the parameters of the model and the embedding of the entity are updated at the
same time, and a more complex network may affect the update of the embedding of the entity.
Meanwhile, limited training data is not enough to support the training of larger models.

Considering that Recall@N is a widely used evaluation metric in recommendation systems [42,
45], we add the recommendation performance results by varying the N parameter. We select the
typical approaches for comparison here. Figure 4 records the following results. First, CKGE ac-
quires the best performance with different Recall@N under three scenarios, and the performance
of CKGE increases faster than other comparison methods. The results further prove the effective-
ness of CKGE in recommending performance. Second, CKGE achieves better results under precise
measurement (e.g., CKGE acquires 0.2797 of Recall@1 under the normal setting, exceeding other
methods at least 5%; CKGE acquires 0.2195 of Recall@1 under the sparse setting, exceeding other
methods by at least 2%; and CKGE acquires 0.3022 of Recall@1 under the cold-start setting, ex-
ceeding other methods by at least 4%).

5.5 Cold-Start Performance

The cold-start problem is a typical complex problem in recommender systems for which new users
have few historical records. According to Sun et al. [37], we set “cold start” as users with fewer
than five courses involved in the test data.
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Table 2. Recommendation Performance of Different Approaches
under the Cold-Start Scenario

Method Recall@10 | F1@10 | Hit@10 | NDCG@10
NCF 0.1191 0.0253 0.0479 0.0301
DeepMF 0.1554 0.0382 0.0990 0.0732
DIEN 0.2562 0.0471 0.1780 0.2036
DCBVN 0.1710 0.0310 0.1711 0.1809
HATCH 0.2047 0.3870 0.1706 0.1811
DICER 0.3298 0.0699 0.2511 0.2872
GEMS 0.1554 0.0394 0.1698 0.0788
TUP 0.2424 0.0510 0.1883 0.1931
KTUP 0.2656 0.0577 0.1928 0.2190
KGAT 0.3565 0.0733 0.2797 0.3062
KGCN 0.3149 0.0690 0.2746 0.2864
KGIN 0.3948 0.0917 0.2956 0.3320
MetaKG 0.4281 0.0919 0.2963 0.3687
GraphRec 0.2487 0.0557 0.1884 0.2091
GHCF 0.2670 0.0617 0.2423 0.2321
PinSage 0.3059 0.0607 0.2257 0.2536
CKGE (w/o RSA) 0.3878 0.0801 0.2714 0.3371
CKGE (w/o RE) 04254 | 0.1012 | 0.2977 0.3480
CKGE (Bigger) 0.4183 0.0979 0.2928 0.3451
CKGE 0.4388 0.1087 | 0.3104 0.3787

Table 2 records the performance of all comparison methods. Similar observations with Table 1
can be seen in the cold-start scenario. CKGE significantly outperforms the best existing method—
that is, CKGE exceeds the best existing method with 1% and 1% for Recall@10 and NDCG@10,
respectively.

5.6 Public Dataset

To validate the generalization of CKGE, we conduct more experiments on a commonly used public
dataset: Last.FM.! Specifically, Last.FM is a music listening dataset [4], which contains social net-
working, tagging, and music artist listening information from a set users from the Last.fm online
music system. In detail, the dataset has 1,892 users, 17,632 artists, 12,717 bi-directional user friend
relations (avg. 13.443 friend relations per user), 92,834 user-listened artist relations (avg. 49.067
artists most listened to by each user and avg. 5.265 users who listened to each artist), and 186,479
tag assignments—that is, user-tag-artist facts (avg. 98.562 tags per user, avg. 14.891 tags per artist,
avg. 18.930 distinct tags used by each user, and avg. 8.764 distinct tags used for each artist). In par-
ticular, we take the subset of the dataset where the timestamp is from January 2015 to June 2015
following Wang et al. [47], which includes 58,266 entities, nine types of relations, and 464,567 facts.
Table 3 and Table 4 record the results, and we find that the experimental results on Last.FM are
basically the same as that of the talent-course dataset, which validates the effectiveness of CKGE
on the recommendation task.

https://grouplens.org/datasets/hetrec-2011/
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Table 3. Recommendation Performance of Last.FM under Normal and Sparse Scenarios

Method [ Normal [ Sparse
Recall@10 | F1@10 | Hit@10 | NDCG@10 | Recall@10 | F1@10 | Hit@10 | NDCG@10

NCF 0.0027 0.0047 | 0.0029 0.0021 0.0008 0.0013 | 0.0002 0.0012
DeepMF 0.0276 0.0246 | 0.0156 0.0167 0.0078 0.0047 | 0.0065 0.0043
DIEN 0.0347 0.0346 | 0.0248 0.0389 0.0136 0.0156 | 0.0146 0.0249
DCBVN 0.0293 0.0279 | 0.0153 0.0270 0.0092 0.0100 | 0.0042 0.0129
HATCH 0.0310 0.0293 | 0.0233 0.0376 0.0105 0.0122 | 0.0127 0.0209
DICER 0.0506 0.0401 | 0.0291 0.0581 0.0299 0.0270 | 0.0159 0.0381
GEMS 0.0317 0.0335 | 0.0246 0.0345 0.0100 0.0115 | 0.0115 0.0163
TUP 0.0325 0.0337 | 0.0248 0.0356 0.0116 0.0143 | 0.0136 0.0234
KTUP 0.0383 0.0351 | 0.0261 0.0404 0.0192 0.0209 | 0.0153 0.0291
KGAT 0.0552 0.0460 | 0.0310 0.0615 0.0345 0.0331 | 0.0178 0.0433
KGCN 0.0518 0.0421 | 0.0303 0.0493 0.0316 0.0303 | 0.0158 0.0310
KGIN 0.0718 0.0679 | 0.0367 0.0856 0.0529 0.0519 | 0.0286 0.0677
MetaKG 0.0895 0.1139 | 0.0579 0.1190 0.0647 0.0917 | 0.0514 0.0896
GraphRec 0.0308 0.0295 | 0.0135 0.0311 0.0112 0.0141 0.0054 0.0191
GHCF 0.0403 0.0367 | 0.0270 0.0474 0.0172 0.0198 | 0.0120 0.0311
PinSage 0.0471 0.0359 | 0.0278 0.0511 0.0213 0.0233 | 0.0147 0.0321
CKGE (w/o RSA) 0.0925 0.1184 | 0.0628 0.1221 0.0.709 0.0.962 | 0.0542 0.0934
CKGE (w/o RE) 0.0954 0.1220 | 0.0645 0.1274 0.0719 0.0970 | 0.0550 0.0945
CKGE (Bigger) 0.0875 0.1141 | 0.0626 0.1141 0.0663 0.0893 | 0.0522 0.0869
CKGE 0.0966 0.1237 | 0.0663 0.1285 0.0743 0.0998 | 0.0565 0.0969

5.7 Comparison with the AUC Metric

Furthermore, we take the AUC to evaluate the model’s performance, which is widely adopted in the
field of the CTR prediction task. Table 5 records the results on two datasets under various scenarios,
and we select the best baselines for comparison. We find that CKGE also performs best under
different settings on all datasets, which reveals the effectiveness of CKGE in recommendation.

5.8 Parameter Analysis

To verify the influence of parameters, we conduct more experiments by tuning several important
parameters: path length, neighbor number, and loss coefficient. We perform the parameter analyses
under normal (No in Figure 6), sparse (S in the figure), and cold-start (C in the figure) scenarios
to verify the effectiveness. We select the typical approaches for comparison here. Figure 6 records
the performance.

Influence of Path Lengths. Considering that paths with various lengths can capture different
semantics, we incorporate paths with different lengths (i.e., {2, 3,4, 5}) into the proposed CKGE
model to empirically investigate the impact of path length on performance. Figure 6(a), (d), and
(g) depict the results; the performance (including Recall@10, F1@10, Hit@10, and NDCG@10) of
CKGE first increases, then decreases gradually. CKGE acquires the best performance when length
is 3, and the performance difference between length 2 and length 3 is slight. This confirms previous
findings that paths with shorter lengths are beneficial for modeling relations as they carry clearer
and more interpretable semantic meanings [35]. Meanwhile, we find that an increase in the number
of neighbors in the sparse scenario will affect performance more because it is easier to get noisy
neighbors in a sparse scenario.

Influence of Neighbor Number. The number of neighbors can also impact the learning of en-
tity embedding. Thereby, we incorporate neighbors with different numbers. Without any loss of
generality, we set the same amount of neighbors for talent and course (i.e., N, = N, € {1,2,3,4,5})
in the proposed CKGE model to empirically investigate the impact of neighbors on recommenda-
tion accuracy. Figure 6(b), (e), and (h) depict the results, in which the performance of CKGE also
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Table 4. Recommendation Performance of Last.FM under the Cold-Start Scenario

Method Recall@10 Fi@10 Hit@10 NDCG@10
NCF 0.0104 0.004 0.0103 0.0060
DeepMF 0.0457 0.0125 0.0206 0.0211
DIEN 0.0541 0.0234 0.0263 0.0457
DCBVN 0.0476 0.0155 0.0218 0.0313
HATCH 0.0495 0.0207 0.0319 0.0391
DICER 0.0811 0.0300 0.0784 0.0689
GEMS 0.0495 0.0205 0.0328 0.0416
TUP 0.0502 0.0216 0.0347 0.0429
KTUP 0.0596 0.0259 0.0460 0.0459
KGAT 0.0850 0.0330 0.0830 0.0703
KGCN 0.0802 0.0320 0.0792 0.0578
KGIN 0.1097 0.0421 0.0970 0.0891
MetaKG 0.1166 0.0485 0.1188 0.1352
GraphRec 0.0498 0.0168 0.0313 0.0412
GHCF 0.0643 0.0266 0.0620 0.0503
PinSage 0.0765 0.0259 0.0722 0.0631
CKGE (w/o RSA) 0.1088 0.0437 0.1090 0.1442
CKGE (w/o RE) 0.1121 0.0450 0.1137 0.1455
CKGE (Bigger) 0.1003 0.0419 0.1015 0.1327
CKGE 0.1282 0.0505 0.1277 0.1462

Table 5. Recommendation Performance of Two Datasets Using the AUC Criterion

Talent-Course Last.FM
Normal | Sparse | Cold-Start | Normal | Sparse | Cold-Start
Pinsage 0.8756 0.8478 0.8363 0.7837 0.7577 0.7532
DCBVN | 0.7195 0.6838 0.6856 0.7333 0.7109 0.7056
KGBIN 0.9195 0.9033 0.8752 0.8571 0.8480 0.8166
MetaKG | 0.9277 0.9211 0.8913 0.8706 0.8648 0.8215
GHCF 0.7531 0.7254 0.7136 0.7509 0.7272 0.7154
CKGE 0.9357 | 0.9289 0.8956 0.8821 | 0.8701 0.8298

Method

increases first, then decreases on various criteria. The reason may be that more neighbors can even
bring noises.

Influence of Loss Coefficient. To explore the influence of each term in Equation (9), we tune
the A € {0.1,0.2,0.4,0.6,0.8} to conduct more experiments. Figure 6(c), (f), and (i) depict the per-
formance of all criteria decreases with the increase of A, which indicates that the neighbors are
more important on the learning of entity embedding.

5.9 Convergence Analysis

Figure 10 further exhibits the convergence versus performance (i.e., Recall@10, Hit@10, NDCG@
10, and F1@10) of CKGE. The left vertical axis represents the loss function value, and the right
vertical axis is the performance indicator. The horizontal axis represents the number of iterations.
We find that CKGE converges fast, and the verification set reaches the optimal result at the 13th
epoch on our dataset.
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Fig. 5. Prediction examples to illustrate the interpretability of talent-course recommendation with the
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represented with a diamond, and the talent entity is represented with a cube.
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5.10 Statistical Test

To demonstrate the difference between compared approaches and CKGE,we conduct the t-test
experiment [40] (i.e., p-value) comparing our method with the comparison approaches. Table 6
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Fig. 6. Parameter analyses of CKGE under normal, sparse, and cold-start scenarios.

Table 6. t-Test Performances of Recommendation Performance on the Talent-Course Dataset
under Normal and Sparse Scenarios

Method ‘ Normal ‘ Sparse
Recall@10 | F1@10 | Hit@10 | NDCG@10 | Recall@10 | F1@10 | Hit@10 | NDCG@10

NCF 6.31e-05 | 3.09e-05 | 5.30e-05 5.13e-05 7.74e-05 | 5.85e-05 | 2.96e-05 5.67e-05
DeepMF 1.77e-05 9.12e-04 | 7.09e-05 1.70e-05 3.57e-05 2.18e-05 | 6.19e-05 2.97e-05
DIEN 1.60e-06 1.19e-06 | 9.96e-05 1.37e-05 9.72e-06 9.36e-06 | 2.34e-05 5.75e-06
DCBVN 2.96e-05 1.58e-05 | 1.06e-04 2.89e-05 4.15e-05 2.11e-05 | 1.26e-04 2.15e-06
GEMS 4.55e-06 1.43e-06 | 1.37e-05 3.76e-06 8.67e-06 1.94e-05 | 6.32e-06 3.60e-06
TUP 3.78e-06 | 2.94e-06 | 3.85e-05 3.32e-06 8.12e-06 | 4.67e-05 | 5.23e-06 5.76e-06
KTUP 1.35e-06 | 1.54e-06 | 1.28e-06 1.77e-06 1.66e-06 | 9.33e-06 | 5.54e-06 2.91e-06
KGCN 6.24e-05 2.91e-05 | 4.63e-05 7.89e-05 1.83e-05 1.30e-05 | 6.60e-05 3.04e-05
KGAT 1.32e-07 | 3.66e-07 | 5.24e-05 1.31e-06 2.61e-07 | 8.84e-07 | 1.43e-06 2.91e-07
KGIN 3.04e-08 | 5.85e-08 | 2.72e-05 4.65e-08 4.11e-07 | 1.92e-08 | 7.66e-06 5.94e-07
GraphRec | 6.59e-05 2.98e-04 | 6.12e-04 8.36e-04 2.82e-04 1.81e-04 | 4.40e-04 4.24e-04
GHCF 1.55e-10 | 3.59e-08 | 7.55e-06 5.86e-07 2.19e-07 | 4.31e-08 | 7.97e-05 2.35e-07
MetaKG 7.96e-07 | 2.64e-06 | 7.03e-05 6.62e-07 6.62e-05 | 1.46e-05 | 4.71e-05 1.90e-06
PinSage 2.84e-08 | 3.40e-07 | 2.01e-06 2.51e-07 1.84e-07 2.96e-08 | 3.95e-07 1.95e-07
HATCH 1.32e-05 9.45e-04 | 4.68e-04 9.67e-05 8.59e-05 5.40e-04 | 2.59e-03 2.39e-04
DICER 1.83e-05 | 5.54e-04 | 5.81e-05 5.07e-05 4.32e-05 | 4.40e-04 | 1.87e-04 3.56e-05
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Table 7. t-Test Performances of Recommendation Performance
on the Talent-Course Dataset under the Cold-Start Scenario

Method Recall@10 | F1@10 | Hit@10 | NDCG@10
NCF 1.14e-05 5.41e-05 | 4.25e-05 4.38e-05
DeepMF 8.70e-06 2.48e-05 | 9.86e-04 3.38e-05
DIEN 2.14e-05 2.77e-06 | 8.77e-04 9.39e-05
DCBVN 3.37e-05 3.13e-05 | 7.08e-04 3.23e-05
GEMS 2.30e-06 1.33e-06 | 9.42e-05 6.81e-06
TUP 1.67e-05 8.16e-06 | 2.67e-05 1.12e-05
KTUP 6.54e-06 7.97e-06 | 1.20e-05 1.14e-06
KGCN 1.51e-04 6.14e-04 | 8.82e-04 1.60e-04
KGAT 1.25e-06 7.06e-07 | 9.23e-05 7.10e-06
KGIN 1.81e-08 3.79e-08 | 1.75e-05 4.55e-08
GraphRec 2.30e-04 1.02e-04 | 9.53e-04 2.08e-04
GHCF 3.70e-07 1.66e-07 | 1.51e-05 3.35e-07
MetaKG 2.06e-05 8.03e-05 | 2.97e-05 2.15e-05
PinSage 1.24e-08 3.90e-07 | 2.09e-05 1.48e-08
HATCH 2.86e-05 2.58e-03 | 5.15e-03 7.55e-04
DICER 3.00e-05 3.62e-04 | 1.03e-03 2.62e-04

and Table 7 record the results, and we find that our proposed CKGE indeed outperforms other
algorithms significantly on normal, sparse, and cold-start scenarios (e.g., the p-values of CKGE are
mostly lower than 0.05 compared with other KG-based models).

5.11 Visualization for the Talent-Course Meta-Graph

In Figure 5, we exhibit the interpretability of the talent-course meta-graph. In detail, we first pro-
vide the suggested courses for talents (i.e., talent “Employee Li”) and suggested courses “Efficient
Big Data Analysis, MySQL Use Experience, High Availability Design, and Learn DISC,” talent “Em-
ployee Zhe,” and suggested courses “Intelligent Driving Industry Research and Human Capital
Index Survey,” then detail the constructed meta-graphs in the KG between the talents and courses
according to the proposed meta-graph construction technique. Here we utilize the first talent,
Employee Li, as an example. Through the owned skills (e.g., Python, data analysis, recommen-
dation algorithm), learned courses (e.g., machine learning, Hadoop in practice), and neighbors of
talent (Employee Zhao who owned skills like Java, Python; Employee Zhou who owned skills like
data architecture, big data, etc.), we can clearly conclude that Employee Li is an algorithm engi-
neer who prefers data mining analysis and database management, and has certain experience in
recommending system projects. Therefore, we can acquire more accurate talent portraits that are
conducive to matching course recommendations. However, the information of “Efficient Big Data
Analysis” in the meta-graph shows that this course is generally viewed by data analysis talents
and is related to courses such as distributed systems, the information of “MySQL Use Experience”
in the meta-graph reveals that the course is widely watched by database background talents, and
the information of “High Availability Design” in the meta-graph indicates that the course is suit-
able for the recommendation system. Similar observations can be obtained for other courses, so as
to better match the responding talents. Therefore, talents and courses can be fully characterized
through the meta-graphs, resulting in learning motivation-aware representations for making ac-
curate predictions.
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Fig. 7. Running examples to help illustrate the interpretability of learning motivation using the weights
of meta-paths. In detail, we exhibit two examples, and the course entity is represented with an ellipse,
the skill entity is represented with a diamond, and the talent entity is represented with a cube.

5.12 Explainability for Talent-Course Paths

CKGE not only can provide better recommendations but also can give a better interpretability for
talent-course interactions. We can analyze the explainability by measuring the weight of different
paths. The weight of path represents the degree of influence on the course clicked by talent. The
larger value indicates greater influence. In Figure 7, we exhibit several talent-course pairs and the
constructed meta-graphs, then acquire the weight for each path. Note that here we only show
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Fig. 10. An illustration of convergence versus performance of CKGE.

Communication Skills” is highest, for the reason that Employee Ma and Employee He have almost
the same skills and course learning records, and are in a colleague type of relationship, so Employee
Ma is very likely to choose the courses that Employee He has learned because of project needs or

P
intra-group communication In addition, the weight of path “Employee Ma = Employee Du

1 d
A Teamwork Sk111 —> ® Effective Communication Skills” acqulred is the second best, because

the course “Teamwork Skill” is the prerequisite of the course “Effective Communication Skills,”
and Employee Du has more intersections with Employee Ma than Employee Fu, and therefore this
path has a higher weight. Similar observations can be obtained for other examples.

Moreover, we conduct our proposed method on a public dataset to validate the generality.

Figure 8 records the results, and we take the meta-graph of “Viewer Lu” as an example, where

hed
the weight assigned to the path Vlewer Lu "5 Lord of the Rings: The Fellowship of the Ring

watchedby

(2001) — ’ Viewer Wu "’ atche Jumanp (1995)” is significantly higher than that of other paths.
This is because “Viewer Lu” and “Viewer Wu” exhibit a strong correlation in both their movie pref-
erences and viewing history, which makes “Viewer Lu” more likely to watch movies previously

viewed by “Viewer Wu” based on their preferences and habits. Moreover, we can see from the path

hed elo h
“Viewer Trump WeLe3eY X2: X-Men United (2003) —r>lg Alternate Universe — Back to the Future

Part III (1990)” that the preference “Alternate Universe” has the strongest correlation with both
“X2: X-Men United (2003)” and “Back to the Future Part III (1990),” resulting in a higher weight for
this path. Comparable findings can be observed in other examples.

5.13 Computational Efficiency

Furthermore, we exhibit the computational times of CKGE and typically compared baselines to
evaluate the efficiency. As shown in Figure 9, we observe that the training time is 27 minutes, which
is much shorter than comparison KG-based models and heterogeneous graph models. However,
although the training time of CKGE is slightly higher than traditional models, CKGE outperforms
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these methods. Moreover, after the training process, the average cost of each instance in the testing
set is 2.8 ms. This clearly validates that our model can be effectively used in the real-world course
recommendation system.

6 CONCLUSION

In this article, we developed an explainable training course recommender system with the consid-
eration of different learning motivations of talents. To solve this problem, we proposed CKGE, a
contextualized KG embedding approach that can learn effective representations of heterogenous
KG entities by integrating both neighbor semantics and high-order connections as motivation-
aware information. Specifically, we first constructed a meta-graph for each entity pair. Then, we
developed a novel KG-based Transformer, which can serialize entities and paths in the meta-graph
as a sequential input. Meanwhile, it promoted representations learning and motivation analysis
through specially designed relational attention, structural encoding mechanisms, and local path
mask prediction. As a result, CKGE not only could precisely predict the preference score of the
talent-course pair but also could discriminate the saliencies of neighbors and meta-paths in charac-
terizing corresponding preferences. Finally, extensive experiments on a real-world dataset demon-
strated the effectiveness and interpretability of our approach.
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